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Abstract This study delves into the transformative impact of leveraging large language 
models (LLMs) in marketing analytics, particularly emphasising a paradigm shift from 
fine-tuning models to the strategic application of document retrieval techniques and 
more. Focusing on innovative methods, such as retrieval augmented generation and 
low-rank adaptation, the paper explores how marketers can now activate against vast 
and unstructured datasets, such as call centre transcripts, unlocking valuable insights 
that were previously overlooked. By harnessing the power of document retrieval and 
adaptation, marketers can bring their data to life, enabling a more nuanced and adaptive 
approach to understanding consumer behaviour and preferences. This research 
contributes to the evolving landscape of applied marketing analytics by demonstrating  
the efficacy of document retrieval in enhancing the utilisation of LLMs for dynamic and 
data-driven marketing strategies.

KEYWORDS: generative AI, marketing analytics, call centre, natural language processing, 
document retrieval techniques, retrieval augmented generation, low-rank adaptation

INTRODUCTION
Artificial intelligence (AI) is a broadly used 
term in marketing today. Many systems and 
solutions advertise the fact that they are 
powered by AI, but AI can mean many 
things to many people. That is why it is 
important to outline a common definition 
for AI when considering how to apply it to 
marketing use cases. In its simplest 
definition, AI is a system that makes 
decisions based on data and then acts upon 

them. Equally important to its definition is 
the fact that AI attempts to mimic an 
existing human process.

The evolution of AI has been a journey, 
progressing from the foundational principles 
of machine learning to the sophisticated 
capabilities of modern large language models 
(LLMs). Machine learning, at its core, seeks 
to mimic the process of differentiation. By 
using a set of quantifiable attributes to 
identify an object class or to estimate a 
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specific value, machine learning models can 
replicate the way in which people categorise 
and estimate based on measurable features.

In contrast, generative AI mimics the 
nuanced human experience of sensory 
familiarity, which, conceptually, is not as 
concrete of a process as those undertaken by 
machine learning. Sensory familiarity is the 
cognitive process of recognising and feeling 
a sense of comfort or recognition in response 
to sensory cues. These cues can be visual, 
auditory or tactile. When people encounter 
a new environment, object or experience, 
they intrinsically compare it to past 
experiences. The extent to which it 
resonates with positive past sensory 
memories creates a feeling of familiarity and 
ease. This is a highly subjective process that 
relies on the brain’s ability to associate 
current sensory input with stored memories.1

In the context of AI, particularly in 
generative models like LLMs, the concept of 
sensory familiarity is simulated by using 
keywords to link prompts to relevant 
information within the model, allowing the 
AI to provide responses that align with the 
user’s query in a manner reminiscent of 
human associative thinking. This allows 
LLMs to link the user’s input back to the 
appropriate information within the model, 
providing a response that aligns with the 
query. This is similar to the human process 
of associating current sensory experiences 
with memories. By mimicking more 
complex and intricate human processes, 
LLMs create opportunities for advancement 
in many fields.

While publicly available LLMs have a vast 
amount of information within their training 
data, one of the biggest advances has come 
from marketing analytics professionals 
leveraging these tools to better interact with 
and gain advantages from their own 
proprietary data. Companies leveraging their 
own data is by no means new, but a large 
barrier in the past was that, despite being 
rich with information, many data sources 
were simply too unstructured to be used. 

LLMs have been used to sort through and 
derive meaning from unstructured data with 
an efficiency that humans cannot rival. In 
instances where the LLM has issues with 
specific tasks or domains, researchers have 
implemented fine-tuning methods.

Fine-tuning is the process of continuing 
to train a general, pretrained model on a 
small subset of specific data. The goal of this 
process is to preserve the LLM’s general 
language knowledge while also imparting 
new knowledge and context from unique 
and/or proprietary datasets.

Fine-tuning is easy to implement, as it 
typically uses the same procedure to train as 
the original pretrained model (text 
completion for GPT, masked language 
modelling for bidirectional encoder 
representations from transformers, etc), and 
only the single model is used. However, the 
major issue with fine-tuning is that fine-
tuned models can sometimes lose catastrophic 
amounts of knowledge acquired from the 
initial pretraining. For example, fine tuning 
Llama V2 7B on a subset of the alpaca-52k 
dataset has been shown to improve 
mathematics capability by 8 per cent, but 
causes degradation in all other evaluated task 
types, like procedure, reasoning and writing.2 
Thus, the difficulty with fine-tuning is 
gauging exactly what data to fine-tune on to 
get the most benefit, without corrupting the 
initial, pretrained model.

Unfortunately, there is no foolproof 
method that balances this correctly as it 
largely relies on experimentation for each 
specific use case. So, while improving a 
model for a specific task, the model’s 
capability for anything else is degrading. This 
makes fine-tuning undesirable for any 
implementation where additional 
functionality or use cases will be added over 
time, which is a lot of use cases. Fortunately, 
there are alternatives to fine-tuning that avoid 
modifying the foundational model while still 
achieving improvements for target use cases.

This paper provides a high-level overview 
of two alternatives to fine-tuning, discusses 
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how marketing analytics professionals can 
utilise these techniques to leverage their data 
and highlights two case studies where these 
techniques could be successfully implemented.

DOCUMENT-POWERED  
GENERATIVE AI
Explanation of retrieval augmented generation 
and low-rank adaptation methodologies
Retrieval augmented generation
Retrieval augmented generation (RAG) is a 
technique developed to impart new 
information to a foundational model without 
requiring the difficult process of fine-
tuning.3 The idea behind RAG is to use an 
auxiliary model to extract the meaning 
behind a piece of text and then select a small 
subset of the most relevant knowledge to 
retrieve from a dataset based on how similar 
it is. The semantic meaning of a piece of 
text would be represented by a list of 
numbers (a semantic vector) which could 
then be compared to another text’s 
representative list of numbers to find how 
similar they are. Figure 1 shows, on the left, 
how each document is transformed with an 
encoder model, creating a vector that 
represents the meaning of the given text. 
Then it is paired with its original raw text 
and put into a database for retrieval when 
the user asks a question. On the right, the 

figure shows the user asking a question, 
which is encoded by the same encoding 
model as on the left. The vector is then 
compared with every vector representation 
of the data in the database, and only the 
most similar documents are returned. The 
LLM is left out, as it is not specifically part 
of the RAG system but rather used to 
enhance the output of RAG systems. For 
example, the sentences ‘I love cats’ and 
‘I love kittens’ should have very similar 
vectors. However, both sentences would be 
vastly different from the sentence ‘The first 
law of thermodynamics describes the 
conservation of energy’.

This technique enables analytics 
professionals to select only the most relevant 
data within their own dataset to contextually 
modify any query, as opposed to needing to 
fine-tune the model or inject the entirety of 
their dataset into every query. This 
methodology requires no training or fine-
tuning, making it quick and easy to 
implement. Furthermore, this methodology 
is designed to be general-purpose, and is 
sufficient for many common problems. Of 
course, language is difficult and nuanced. 
RAG models find general patterns in 
language, which can sometimes lead to 
spurious conclusions. They can also have 
issues with dialogue because the text is not 
structured in a standard format.

Figure 1: RAG system
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Low-rank adaptation
Using adapters is another method of 
imparting new knowledge onto an existing 
LLM. An adapter is an algorithm that 
modifies the inputs, inner parameters and/or 
outputs of an LLM, thereby modifying the 
model without directly changing all its 
parameters. Low-rank adaptation (LoRA) is 
a popular implementation that trains a 
surrogate set of model parameters completely 
separately from the original model.4 Figure 2 
shows, on the left, that when a model is 
fine-tuned under standard conditions, all 
parameters in the model are updated. On the 
right, the figure shows that when fine-
tuning using LoRA, the main model’s 
parameters are frozen and do not update. 
Instead, a new set of parameters is updated 
(on the right) and only that smaller set of 
parameters is updated.

The adapter does not change the original 
model and usually has far fewer parameters 
(as small as but not limited to 0.01 per cent 
of the initial parameters), which means far 
fewer resources are necessary to fine-tune 
the new model and there is no chance of 
corrupting the foundational model. The 
trade-off for this safer implementation is an 
increase in complexity and a decrease in 

accuracy. Furthermore, because this method 
utilises a separate set of parameters, it is 
possible to employ multiple LoRAs at the 
same time.5 A framework for hosting 
concurrent LoRAs is S-LoRA, which stores 
each adapter in CPU memory, and pulls the 
currently used adapters into GPU memory 
when needed. The comparatively small size 
of LoRA adapters allows for this transfer to 
happen quickly.6 A challenge with 
implementing these recent developments is 
incorporating them within existing libraries 
or new models. Sometimes, a new model 
architecture will release, and it can be weeks 
or months until it is supported by open-
source libraries. With a more bare-bones 
structure, the amount of dependencies, and 
by extension failure points, decreases.

Illustration of how these methods empower 
marketers to activate against extensive and 
unstructured datasets
RAG systems are designed to search through 
large sets of data using natural language. The 
value that RAG systems add to data 
ecosystems is that analytics professionals no 
longer need to use SQL, fuzzy string 
matching or other complicated 

Figure 2: LoRA model
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programming techniques to explore data. 
Instead, they can use their voice and words 
to find relevant information.

While RAG systems are similar in 
architecture between every implementation, 
the data decides each component’s inner 
workings. Figure 1 outlines the general flow 
of a RAG system, and the following sections 
explain each component in detail and how it 
changes depending on the data.

Embedding models
The embedding model is what transforms 
the data into something that a machine can 
then relate to user questions and queries. 
While it is tempting to look at benchmarks 
to see which embedding model is the most 
performant, all models are not built equally, 
and benchmarks are only the surface-level 
deciding factor. There are three general 
flavours of embedding models: general, 
instruction fine-tuned and specialised.

General models perform well on most 
types of data but do not excel with any one 
type. AnyLM, GTE and BGE are examples 
of general models and are all trained on a 
plethora of text from many sources (papers, 
articles, social media, etc). These models 
should be considered for general use cases 
(question and answer, document search, 
sentiment analysis, etc) or as a starting point 
for new data scientists.

Instruction fine-tuned models take the 
idea of using a specific voice to query data to 
the next level. Rather than using large 
amounts of unstructured data to train the 
initial model, a more natural language 
structure (in the same way a person might 
ask another person a question) is used to 
transform the data into vectors. This is 
especially strong for companies that see their 
user base trying to query their data with 
more conversational questions. Examples of 
these models are E5-Instruct and Instructor.

There are also highly specialised types of 
models that are trained on data from specific 
sources, such as PubMed or Arxiv. This 

specificity limits the general usefulness of 
these models but makes them exceedingly 
powerful in cases where the queried data 
matches the training source. These models 
tend to be fine-tunings of existing general 
models and can be found on open-source 
model hubs such as HuggingFace.

Foundational LLM
The final part of the RAG LLM chain is the 
LLM itself. One major consideration at this 
step is the sensitivity and privacy of data. 
OpenAI’s ChatGPT/GPT4, Google’s 
Gemini and other proprietary models are 
exceedingly strong. However, they can also 
have very relaxed data privacy standards. If 
privacy is an issue, then consider using 
self-hosted, open-source models where data 
can be kept in an isolated ecosystem.

LoRA and its application to voice
Foundational language models are trained on 
a large corpus of data — commonly over 
trillions of tokens that cover a variety of 
topics and sources. This volume and 
variability of data enable them to excel in 
general usage but impede these models from 
developing a specific voice. Why does this 
matter? In the context of a company that 
generates content for multiple brands, 
staying true to a brand’s identity in all 
content is crucial. Using LoRA, a language 
model can be fine-tuned on a dataset that is 
orders of magnitude smaller than the initial 
training data without modifying the 
underlying model. Improvements can be 
seen from fine-tuning on as few as 50 data 
points, with significant improvements 
realised for about 1,000 data points, 
dependent on the length of the data.7 The 
non-destructive nature of LoRA makes it 
possible to create an infinite number of 
fine-tunes on a foundation model in a 
memory-efficient manner. For a solution 
involving different brands or voices, 
different LoRA fine-tunes can be used on 
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the same base model easily without needing 
to replicate the foundation model weights 
multiple times (see Figure 3).

LoRA can also be useful for creating 
content across different media channels. The 
way companies write content for LinkedIn 
versus Instagram can vary, and it could be 
unsettling for customers to see a LinkedIn-
style post on Instagram. If companies have 
access to an archive of posts for different 
media, LoRA can put that data to use and 
create media-specific model fine-tunes. 
Similarly, there are differences in the way a 
business communicates internally versus 

directly to customers. If text samples can be 
collected for each audience, it becomes 
possible to use LoRA to create an LLM 
geared towards generating text appropriate 
for internal and external communications.

Combining the strengths of LoRA with 
RAG, it is possible to build solutions where 
multiple LoRA models have access to the 
same pool of use-case-specific data. Work 
would not need to be duplicated to augment 
each model with knowledge, though it could 
be if desired. Most RAG solutions allow 
individuals to combine hard filtering with 
semantic similarity searching. If a dataset has 

Figure 3: How LoRAs fine-tuned for different tones can complement a RAG solution
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associated metadata that determines whether 
it is private or public, for example, it is trivial 
to only allow certain workflows access to 
certain data. This way, a LoRA fine-tuned 
model used for internal communication can 
have access to private data, but one meant for 
customer communications can be blocked 
from such data.

REVOLUTIONISING AUTO DEALER 
CUSTOMER REVIEWS
Review data is a powerful source of 
customer feedback that can provide insights 
into a brand or product’s strengths and 
shortcomings. One such example of this is 
from automotive dealerships and the 
aggregate review websites that store 
customer reviews. Once the data is scraped, 
cleaned and stored into some sort of raw text 
format (CSV, TXT, database, etc), a RAG 
system can be used to enhance 
understanding of this large corpus of text.

For this use case, a RAG-empowered 
chatbot is desirable to act as the middleman 
between a user (such as a dealership owner 
or a car manufacturer) and the rich dataset of 
dealership reviews. A user might interact 
with a standard chatbot UI to ask it 
questions such as ‘What are users saying 
about Honda Civics at Great Dealership?’. 
Leveraging RAG, the chatbot could then 
return an answer backed by real reviews and 
not just general knowledge from the LLM. 
Providing a ground truth for the LLM to 
work from reduces instances where answers 
are not based in reality. Using RAG for the 
purpose of generating trivia questions and 
answers has been shown to achieve 43 per 
cent higher factual accuracy than the same 
generative LLM without a retrieval 
component.8 In practice, the RAG system 
first encodes the question the user asks into a 
list of numbers, or a vector, to compare 
against the vectors of each respective review 
in the dataset. It matches the most relevant 
reviews to the question before sending them 
to the LLM and asking it to summarise the 

output into an easy-to-read, concise 
description.

From the standpoint of grammar and 
syntax, reviews can be messy and sometimes 
need additional techniques to more easily 
find the most relevant information. One 
such method is to use an LLM to reword the 
question many times and then encode all the 
permutations. The new vectors can then be 
used to get many more unique reviews. 
Alternatively, because of how output 
semantic vectors function, the average of the 
question vectors can be used to gain a 
‘middle-ground’ question that might 
represent a more general form of what the 
user is trying to ask.9

Additionally, sometimes analysts may 
want to have more control over what is 
returned by the RAG system. In instances 
like these, it is possible to filter the 
documents that RAG can return. For 
instance, if a user of this chatbot only 
wants to analyse reviews from a certain 
source (such as a specific website), 
mechanisms can be implemented that filter 
out reviews from any other source before 
using the RAG system. Given that some 
sources (such as social media and Reddit) 
have different styles, formats and levels of 
professionalism, this can have a large 
impact on the kind of insights derived.

UNLEASHING THE POWER OF CALL 
CENTRE TRANSCRIPTS
Blog posts, articles, papers, reviews and 
social media posts are common sources of 
training data for traditional sentiment 
evaluation. While varied in topic and 
content, these are all unidirectional forms of 
information, meaning they represent a single 
perspective. Call centre data provides an 
interesting use case for RAG and fine-tuned 
systems because it represents two different 
perspectives. Recent advances in multi-
source and multi-domain sentiment analysis 
have expanded the foundation and context 
by which context is understood, but do not 
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completely address the specifics of the call 
centre experience.10

Call centre transcripts are unique because 
at each turn in the conversation, ie the 
switching of the speaker role from agent to 
customer, the tone and trajectory of the 
discussion have the potential to change. In 
this regard, call centre transcripts can be 
viewed as a dance between agent and 
customer, and they require a specialised 
approach which blends traditional natural 
language processing (NLP) with the power 
of LLMs.

The following process is proposed for 
appropriately analysing call centre data:

 • preprocessing;
 • traditional sentiment scoring;
 • emotional sentiment scoring;
 • conversation trajectory; and
 • NLP–RAG synthesis.

Preprocessing
Preprocessing is a crucial step in preparing 
transcripts for sentiment scoring. Beginning 
with text cleaning, where irrelevant 
elements such as special characters, 
punctuation and formatting are removed, 
each step must be customised to the form of 
call centre data that is being analysed. This 
step ensures that the transcript data is in a 
standardised and readable format while 
maintaining indications of which party is 
speaking and the sequence of events. 
References to the speaker and the order 
should be removed from the text fields and 
recorded in a separate linked variable, 
facilitating accurate sentiment analysis.

Tokenisation is another essential 
preprocessing step that involves breaking 
down the transcript into smaller units, such 
as utterances or sentences, known as tokens. 
Tokenisation enables a more granular 
analysis of the text, allowing sentiment 
analysis algorithms to operate at the sentence 
level. This process aids in capturing the 
nuanced structure of language, which is 

crucial for accurately discerning sentiment. 
Additionally, stemming and lemmatisation 
normalise words by reducing them to their 
root form, decreasing the dimensionality of 
the data and ensuring consistency.

Handling stop words is a critical aspect of 
transcript data preprocessing. Stop words, 
which are common words like ‘the’, ‘and’ or 
‘is’, may not contribute much to the 
sentiment of a sentence and can be removed 
to focus on more meaningful content. 
However, for call centre data in particular, 
the careful selection of stop words is 
necessary since the removal of essential 
words might lead to a loss of context. This is 
where the use of the rapid automatic 
keyword extraction (RAKE) algorithm to 
understand the specifics of language within 
the call centre setting is helpful. RAKE is an 
algorithm used in NLP to extract keywords 
or key phrases from a text document. RAKE 
is a rule-based algorithm designed to be fast, 
simple and language-agnostic.

The RAKE algorithm begins by separating 
the text into n-grams, phrases of length n, 
providing a list of candidate keywords. Each 
keyword is assigned a score based on its 
complexity, ie the order of n in the n-gram 
and the frequency with which it appears in 
the document. Since the score is calculated 
by considering both the number of times an 
n-gram appears and the number of words it 
contains, longer phrases that appear more 
frequently are given higher scores.

There are inherent benefits to RAKE as 
well as some limitations. RAKE is effective 
for extracting keywords from large bodies of 
text where a quick extraction of recurrent 
themes is required. It is important to keep in 
mind that RAKE may not capture more 
complex relationships between words or 
consider the meaning of phrases, since it 
relies on statistical patterns of word co-
occurrence and frequency.11

In the case of preprocessing call centre 
data, RAKE proves helpful in handling stop 
words. By highlighting frequently recurring 
themes and phrases within the transcripts, 
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utterances, such as greetings, standardised 
scripted introductions and general 
conversational transitions, can be removed 
from the text. This allows the removal of 
utterances such as ‘yes’, ‘hi’, ‘thank you’, 
‘how can I help you?’, ‘what seems to be the 
problem?’ or ‘have a good day’ from being 
considered when looking at the sentiment of 
the discussion.

Handling negations is also important with 
spoken text to avoid potential 
misinterpretations. Techniques such as 
double negation resolution provide a more 
accurate representation of the emotional 
tone in the transcript data.

Traditional sentiment scoring
Sentiment scoring of transcripts analyses 
individual sentences within the text to 
determine the emotional tone expressed. 
This approach utilises algorithms to classify 
sentences as positive, negative or neutral, 
based on predefined sentiment lexicons or 
machine learning models.

One issue that often arises from this 
approach is the complexity of spoken 
language. Sentiment is context-dependent, 
and sentences may have different meanings 
when considered in isolation compared to 
the broader context of a conversation. 
While traditional NLP struggles to grasp 
subtle shifts in sentiment, it provides a solid 
basis of data points to be considered within 
a more holistic understanding of the 
interaction. Incorporating sentence-level 
sentiment as an input in future summaries 
helps address this issue.

Emotional sentiment scoring
The overall sentiment of a text is not always 
straightforwardly reflected in the aggregation 
of sentence-level sentiments. This is due 
to the dynamic nature of emotion in 
conversation, where the sentiment in one 
sentence may offset or dilute the emotional 
impact of another. Analysing sentiment at 

the sentence level without considering the 
potential cancellation effects can lead to a 
loss of emotional depth. This illustrates the 
importance of adopting sophisticated 
sentiment scoring approaches for 
conversational data.

The max delta aggregation method 
provides a more accurate representation of 
the complex emotional variation throughout 
the conversation. Instead of assigning equal 
weight to each sentence, this method seeks 
to capture the most significant changes in 
emotion throughout the text. Each sentence 
is assigned a score reflecting the emotional 
intensity, with higher values indicating more 
emotionally charged sentences, generally 
ranging from 0.2 to 0.9. These sentence-
level scores are then aggregated to either a 
total utterance or total conversation level. 
The max delta aggregation identifies the 
largest change (the ‘max delta’) in each 
emotion between sequential sentences. 
These max delta values are then added 
together for all emotions or specific subsets, 
such as positive or negative emotions. This 
process filters out monotone portions of the 
conversation by giving lower scores to 
portions that consistently convey a single 
emotion and amplifies emotional variety and 
fluctuations in emotional intensity.

Conversation trajectory
The overall direction and outcome of the 
conversation can be measured through a 
concept we have termed ‘emotional 
progression’. This allows the understanding 
of not only the sentiment portions of the 
conversation, but also how the agent is able 
to redirect the tone of the conversation. 
Combining exponential smoothing of the 
sentence-level sentiment with the max delta 
approach provides a framework for assessing 
the emotional progression of call centre 
transcripts. Exponential smoothing is 
employed to give greater weight to recent 
sentences while retaining the impact of the 
earlier portions of the discussion. This 
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enables a dynamic representation of the 
evolving emotional tone throughout the 
conversation. This smoothing technique 
combined with the removal of 
conversational stop words mitigates the 
impact of individual outliers and provides a 
more continuous and responsive measure of 
sentiment changes over time.

The max delta approach pinpoints the 
most significant emotional shifts within the 
call centre transcript. By identifying the 
largest change (max delta) in sentiment 
between consecutive sentences, this method 
captures pivotal moments in the conversation 
that contribute significantly to the overall 
emotional trajectory. Applying max delta to 
subsets of emotions, such as positive or 
negative sentiments, facilitates a fuller 
understanding of emotional dynamics and 
their impact on the customer experience.

The combination of exponential 
smoothing and the max delta approach 
yields a comprehensive metric for ‘emotional 
progression’ in call centre transcripts. This 
metric can be utilised to assess how 
effectively the agent addressed the 
customer’s issues, by examining changes in 
sentiment from the beginning to the end of 
the conversation. A positive emotional 
progression may indicate successful issue 
resolution or improved customer satisfaction, 
while a negative progression may highlight 
areas that require attention or further 
training for agents.

This combined approach allows for the 
identification of the specific portions of the 
agent’s responses that influenced the 
customer’s experience. By analysing the 
sentences corresponding to the peaks and 
troughs in emotional progression, businesses 
can gain insights into the effectiveness of 
certain communication strategies or language 
choices employed by their agents. This level 
of granularity enables targeted improvements 
in agent training programmes, fostering a 
more emotionally attuned and customer-
centric approach within the call centre 
environment.

NLP–RAG synthesis
By following the aforementioned steps, 
there is now a wealth of metadata associated 
with each utterance within each 
conversation in the call centre logs. Though 
useful, this exacerbates a common issue with 
call centre transcripts: the size of the 
underlying data. To mitigate this issue, daily 
batch processing of call centre transcripts and 
their metadata is used, producing more 
actionable summaries.

In a variation of the standard RAG 
approach outlined above, the metadata 
derived from each utterance can be passed 
to the LLM through an enhanced 
prompting technique. Figure 3 shows how 
LoRAs fine-tuned for different tones can 
complement a RAG solution. The same 
knowledge database can be used, but the 
way the information is conveyed to the 
end user can change substantially. 
Additionally, different behind-the-scenes 
prompts can be used for different users to 
further change tone and optional document 
filtering for different end users. For 
example, a metadata tag in your dataset can 
determine if data is ‘confidential’ and 
specifically not use confidential data for 
customers.

A sample prompt that directs the LLM to 
utilise its vast understanding of language to 
extract consistent insights across call centre 
transcripts:

Summarise the following transcript into 
the five main themes of the conversation, 
classify the underlying topic based on 
the RAKE themes provided, include the 
overall sentiment as well as the emotional 
progression in each phase and include 
a summary of the agent and customers 
dispositions at the end of the call {call 
transcript with meta data}

At a base level, call centre data provides 
various conversations that can be used by 
agents in the future to resolve similar 
problems and reference prior pain points for 
customers. This relies on the ability of LLMs 
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to properly mine the data and extract 
insights that are both appropriate and useful 
(Figure 4).

This could be done by combining RAG 
and LoRA to determine the areas of 
emphasis and relative weights across raw 
transcripts. For example, a RAG system 
could systematically archive prior call data in 
an accessible format. Once enough 
conversation summaries are encoded into the 
database, a future agent consulting a 
customer with a problem could automatically 
be shown the top three most relevant past 
conversations that were resolved successfully. 
Semantic similarity (matching how similar 
the current topic is to past topics) could be 
used to make sure the retrieved conversation 
logs were relevant. Furthermore, by filtering 
on the outcome of the conversation, the 
retrieved conversation logs would have an 
increased likelihood of leading to the best 
outcome for the customer.

To take things a step further, successful 
calls (such as successfully diffusing a 
problematic situation) can be the basis for 
training a LoRA to generate example 
phrases a customer service agent might use 
to better serve a current customer. The same 
structure of the stored data can additionally 

help create an automated chatbot that can be 
used as a first line of help for customers 
before reaching a human agent. Given prior 
conversations with a real customer service 
agent, a business could find conversations 
that started either well or badly but 
eventually resulted in a good ending. 
Fine-tuning an existing LLM like Llama-
V2-Chat using LoRA over this kind of data 
is both an inexpensive and fast way to 
personalise a chatbot to more effectively deal 
with customers before it is necessary to 
transfer a customer to a real agent.

BRINGING DATA TO LIFE
Synthesis of findings from case studies
Using a technique like LoRA allows 
individuals to add additional parameters to a 
model that are specifically trained on their 
data. This is a great method for applications 
like changing the tone or style of responses 
from an LLM, as well as controlling output 
formatting. If the output of a foundational 
LLM is lacking in the style or voice that is 
needed, a fine-tune using LoRA and a small 
sample of data that contains the desired 
verbiage and style of writing can help in a 
non-destructive and parameter-efficient way.

Figure 4: A sample output from the standardised prompt
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Using a technique like RAG allows 
context to be dynamically provided to 
inform a response based on the input without 
modifying the base model whatsoever. This 
is most advantageous when trying to interact 
with and generate insights from unstructured 
domain-specific or proprietary data, enabling 
the creation of new data streams as well as 
eliminating inefficient workflows. For 
example, instead of manually reading 
through thousands of documents, a RAG 
system can provide relevant documents 
based on user prompts.

Highlighting the broader implications for 
marketers in activating untapped data sources
The general ability of generative AI to unlock 
new insights from unstructured data provides 
immense value for marketers. Creating a 
task-specific model using LoRA and/or RAG 
to utilise domain-specific data will provide an 
edge that cannot be obtained with a 
foundation model alone. Teams without the 
resources to train a generative model from 
scratch are now enabled to inexpensively 
create AI-powered solutions tailored to their 
goals. Used standalone or in tandem with 
other AI tools, like emotional sentiment 
prediction, valuable information can be 
extracted from otherwise inaccessible data 
sources. There is suddenly immediate value in 
data that has been kept dormant for years (call 
logs, reviews, internal documents, etc).

CONCLUSION
Recap of the shift towards document retrieval 
in LLM-based marketing analytics
Document retrieval methods are growing in 
popularity due to the quick implementation 
time and independence of the foundation 
model. Foundation models are being 
released by technology leaders in the 
generative AI space regularly, and that is not 
slowing down. There could be a model 
released next week that eclipses the current 
models for general-purpose tasks. Even if a 

company already has a RAG solution in 
place, the underlying model can be swapped 
out quickly to produce quality output 
changes. This model-agnostic property 
makes document retrieval a tool that will 
remain relevant as AI continues to develop.

Future directions and potential advances  
in the field
Given recent advances in generative AI, 
significant progress is expected to continue in 
the coming decade. Generative models that 
create and interpret charts (such as 
ChatGPT-4 Vision) are already available, so 
further applications for marketing analytics 
could include automated optimisation and 
report generation, which could enable quicker 
times to insights by integrating generative AI 
into widely used and accepted methods. 
Coupling this with content generation can 
provide a full suite of applications to 
customise content, effectively targeting 
consumers with a data-driven strategy to 
increase conversions and subsequent revenue.
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